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```
MoOP -> FEMKE
  |   |   |
  v   v   v
test sol. result
  |   |   |
  v   v   v
PRISM
```
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- **Conclusion**

  - deriving a good trade-off between masking and nonmasking is not trivial
    - state space explosion in analysis
    - inaccurate results in simulation
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  - problems are often too complex
    - to model
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Figure: slower stabilization

Figure: probabilistic stabilization
Attack Closure

set ofillegal states → set of legal states → set of legal states
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