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ABSTRACT 
In this paper we demonstrate that estimating power at abstraction levels higher than gate or even RTL early in 
the design flow is a feasible approach towards broadening the design-space exploration process, shortening time 
to market and designing integrated circuits with reduced power dissipation. We compare different implementa-
tions of a benchmark design at different levels of abstraction, starting from the algorithm level. Different algo-
rithms for a 128-point FFT/iFFT processor for ultrawide band communication systems [8] are estimated for 
power using the ChipVision tool ORINOCO [7]. We compare the results with estimations at lower abstraction 
levels using the Cadence tools RTL Compiler, BuildGates and ncsim. We conclude that it is possible to make 
the right decisions regarding power at algorithmic abstraction level without coding a single line of HDL. 

 
1 Introduction 

Next to the classic constraints as area and timing, 
designing in the nanometer scales comes up with 
even more daunting challenges like signal integrity, 
design for yield and manufacturing or power dissipa-
tion. The latter is actually not a new challenge and 
EDA tools are available that allow for gate- and RT-
level power estimation and optimization. For maxi-
mum savings though, it is mandatory to consider 
power in the earliest stages of a design flow, since 
only at highest levels of abstraction, e.g. algorithmic 
level, the complete design-space is still open for 
exploration and optimization. 
Figure 1 illustrates the covered design-space starting 
from different levels of abstraction. The term design-
space qualifies the set of all possible solutions to 
implement one specification in silicon. The bounda-
ries of the design-space are defined by design con-
straints and the limitations of the design-technology. 
Each descent in the abstraction level during the de-
sign process establishes implementation decisions 
that narrow the cone of reachable solutions until – in 
the end – one single solution remains. 
 

Figure 1:  Design-space exploration starting 
from different abstraction levels. 

Ignoring design constraints as for example power at 
high abstraction levels, will most likely lead to the 
situation that the cone of reachable solution is al-
ready too tight to satisfy the requirements and an 
iteration step back up the abstraction level is neces-
sary to widen the cone again. This is time consum-
ing, costly and should be avoided. 
With this in mind a framework was developed in the 
European project POET (Power Optimization for 
Embedded Systems). POET was funded by the 
European Union’s program IST (Information Society 
Technology) for a period of three and a half years. 
The main objective was to develop a new design 
methodology and tool suite for power estimation and 
optimization in heterogeneous embedded System on 
Chip (SoC) designs. The key innovation of the ap-
proach is to enable design-space exploration for low 
power system architectures, algorithm optimizations 
and system partitioning. Amongst others, the POET 
tools base on [1-6] and manage and optimize all 
major contributors to power dissipation in large SoC 
designs. 
In this paper we compare different design implemen-
tations of a 128-point FFT/iFFT processor for ul-
trawideband communication systems [8] at different 
levels of abstraction in the design flow regarding the 
power dissipation. A standard methodology would 
be, to manually translate a C-golden-model into 
RTL-HDL, synthesize the design and perform gate-
level power estimations after simulating the design 
for activity extraction and back-annotation. This 
methodology gives quite accurate estimation results 
but makes an evaluation of different C-algorithms 
time consuming and therefore costly. The idea is, to 
enable a development team to directly compare 
C/SystemC algorithms at the algorithmic level. Dif-
ferent C-algorithms of a FFT/iFFT are compared 
with ChipVision’s high level power estimation tool 



 

ORINOCO [7]. The results are being compared with 
precise estimations at gate-level using the Cadence 
tools RTL Compiler, BuildGates and ncsim. By this, 
the paper shows that it is possible to make the right 
decisions regarding power dissipation at algorithmic 
abstraction level without coding a single line of 
HDL. 
In the following Chapter 2, we introduce part of the 
POET design flow that was used to generate the 
presented results. The benchmark design is briefly 
commenced in Chapter 3. More information on the 
design can be found in [8]. The core of this work is 
Chapter 4 with results and a discussion. The docu-
ment finishes with the conclusions in Chapter 5 fol-
lowed by the references and authors information. 
 
2 Tool Chain 

Part of the tool chain developed within the POET 
project is coarsely depicted on the left side of Fig-
ure 2. The system is being defined in either ANSI-C 
or SystemC. ChipVision’s tool ORINOCO [7] in-
struments the code with functions that record the 
dataflow activity during execution of the specifica-
tion. This step is very similar to other activity extrac-
tion methodologies e.g. Cadence TCF or Synopsys 
SAIF. This information serves as input to the tool 
together with a library of functional units (FU). In-
cluded are power models of e.g. adders, subtractors, 
multipliers, registers, etc., specially generated for the 
chosen target technology. In this case, a regular, 
commercially available standard cell library for 
TSMC’s 90 nm process. 
 

Figure 2: Overview design flow. 
 
After scheduling, allocation and binding of FU re-
sources and registers, the tool generates detailed 
reports on power dissipation and power efficient 
Micro Architecture Specifications (MAS). This sup-
ports the architecture designer, in writing a power-
efficient RTL description or even making changes at 
algorithmic level to optimize power. 
The right side of Figure 2 shows the used constella-
tions to connect the tool chain. For synthesis, Ca-

dence RTLCompiler and BuildGates were used to-
gether with enabled power optimization flags (e.g. 
“set_attribute lp_insert_clock_gating true”). Other 
compositions are possible, like e.g. executing HDL-
simulations at register transfer level to save simula-
tion time, but accepting lower accuracy. For the 
results in this document the netlist was simulated to 
receive signal activity information and store it in a 
file of the TCF format. HDL-simulations have been 
performed with Cadence NCsim. With the report 
power command the TCF information was annotated 
to the netlist to perform an activity aware power 
estimation of the design. 
The tools of the standard commercial EDA flow are 
in principle replaceable by alternatives from other 
EDA companies [9-11]. 
 
3 Benchmark Design 

The benchmark design evaluated in this paper is a 
128-point FFT/iFFT processor for ultrawideband 
communication systems and was originally described 
in [8]. The proposed architecture, called mixed-radix 
multipath delay feedback (MRMDF), offers a higher 
throughput rate which is provided by using four 
parallel data paths. The MRMDF requires only 
minimum memory by using the delay feedback ap-
proach to reorder the input data and the intermediate 
results of each module. The benchmark was imple-
mented in three ANSI-C functions or three RTL 
VHDL-components as shown in Figure 3. 

 

Figure 3: Benchmark FFT/iFFT design. 
 
The first module implements a complex data register 
file, two complex multipliers, ROM to store so called 
twiddle factors and a butterfly unit (BU) that is con-
form to the radix-2 FFT algorithm (compare with 
Figure 4). The achievement of the proposed imple-
mentation is a 100 % usage of the two multipliers. 
 

Figure 4: Internal architecture of module 1. 



 

The second module consists of four BU_8 structures 
containing three delay elements each and one modi-
fied complex multiplier. The advantage of module 2 
as depicted in Figure 5 is a saved gate count of about 
38 %. 
 

Figure 5: Internal architecture of module 2. 
 
Module 3 is shown in Figure 6 and is the architec-
tural simplest of the three components of the design. 
This is where the radix-8 FFT algorithm is realized 
with a suitable structure to ensure the correction of 
the FFT output data. 
 

Figure 6: Internal architecture of module 3. 
 
4 Discussion of Results 

The results of this paper can be found in Table 1 and 
document a typical design-space exploration pro-
ceeding. The implementation of the semantically 
same FFT-design is changed during several iterations 
in a more or less trial and error approach. Each new 
alternative is analyzed and if considered good con-
tinued or discarded if not. The faster the iterations 
converge, the earlier the design processes finishes 
(improved time to market) or the more alternatives 
can be evaluated in the same time (broader design-
space exploration). Additionally the trial and error 
process can be supported by early hints of what de-
sign alternatives will have most likely positive ef-
fects and do not lead to dead ends. 
In Table 1 five design alternatives are listed. The 
first design “Shift Reg Variable Mult 17 bit” de-
scribes an architecture where the register file of 
module 1 is implemented as one shift-register. The 
multipliers of module 2 are regular variable types 
and the bit width of the data path is 17 bit. The archi-
tecture was implemented from scratch as an ANSI-C 

executable model. The effort for this task was docu-
mented with 40 person hours. The estimated power 
consumption of the C-model is 24.3 mW. Runtime of 
the estimation process was approx. one minute. In 
parallel, a regular design process was executed and a 
RTL VHDL design was implemented from the 
scratch requiring 101 person hours. The effort was 
2.5 times higher compared to the C-model. The 
power estimation process takes another 45 to 60 
minutes to complete and delivers 30.8 mW as result. 
 

Design Algo 
Level 

Gate 
Level 

Power 
Saving 

Power 24.3 m
W 30.8 mW  

Aberra-
tion 

Algo - 
Gate 

-21 %  

Effort 40 h 101 h 

Shift Reg 
Variable 

Mult 
(17 Bit 
54 dB 
SNR) 

Estima-
tion Time ~1 min 45-

60 min 

Power 23.9 m
W 28.6 mW 

Aberra-
tion 

Algo - 
Gate 

-17 % 

+7 % 
 
 

Effort 8h 36h 

Shift Reg 
Constant 

Mult 
(17 Bit 
54 dB 
SNR) 

Estima-
tion Time ~1 min 45-

60 min 

Power 23.3 m
W 29.4 mW 

Aberra-
tion 

Algo - 
Gate 

-21 % 

-3 % 
 
 

Effort ½ h 5 h 

Ring 
Buffer 

Constant 
Mult 

(17 Bit 
54 dB 
SNR) Estima-

tion Time ~1 min 45-
60 min 

Power 21.3 m
W 22.5 mW 

Aberra-
tion 

Algo - 
Gate 

-5 % 

+24 % 
 
 

Effort ~1 min 11 h 

Ring 
Buffer 

Clock Gate
Constant 

Mult 
17 bit 

Estima-
tion Time ~1 min 45-

60 min 
Power 12 mW 13.3 mW 

Aberra-
tion 

Algo - 
Gate 

-10 % 

+41 % 
 

 

Effort ¼ h 2 h  

Ring 
Buffer 

Clock Gate
Constant 

Mult 
12 bit Estima-

tion Time ~1 min 45-
60 min  

Table 1: Estimated power dissipation at algo-
rithmic and gate-level for different optimizations. 
 
It is a reasonable assumption to expect that this esti-
mate at gate-level is within 15-20 % accuracy if 
compared to real silicon. The previous estimate at 



 

higher algorithmic level is obviously less accurate 
but is underestimating by only 21 %. 
The second design is a variance of the first one. The 
previous analyses at algorithmic level showed that 
the second module’s multipliers of the benchmark 
were a main source of power dissipation. Please note 
that the values of Figure 7 are nWs (Energy) and not 
mW as in Table 1. 
 

Figure 7: Functional units of module 2 disipate 
the most power (ORINOCO). 

 
The variable multipliers were exchanged by constant 
multipliers and a power saving of 7 % was verified at 
gate-level. With 17 % the aberration is similar to the 
first experiment. The modification of the ANSI-C 
model required 8 h of work while the RTL VHDL 
consumed 36 h. 
The shift register of module 1 was the target for the 
second modification. Within a shift register, in each 
cycle all values are constantly moving from flipflop 
to flipflop. We can assume that this requires more 
dynamic power than a ring buffer implementation 
would consume, where most of the values stay con-
stant. Unfortunately, after modifying the C (½ h) and 
VHDL (5 h) we hardly detected an improvement at 
algorithmic level and the gate-level estimate even 
showed a 3 % degeneration of power consumption. 
In the shift register architecture the flipflops are 
statically connected to the data path and its FUs. All 
values pass the appropriate register whenever they 
are used in a specific FU. This changed for the ring 
buffer architecture. It requires a structure of multi-
plexers to the FUs. This overhead apparently con-
sumes too much power to notice a benefit. 
The idea of using a ring buffer becomes a winner, 
when clock gating is applied (values of fourth design 
in Table 1). Clock gating disables registers’ clock 
signals when the values are static for some time. This 
low power design methodology is not applicable for 
the shift register architecture since the values are 
constantly shifted and the clock can never be turned 
off. For the ring buffer, power is reduced by 24 %. 
At the algorithmic level no effort was needed to 
receive this number. CG is considered by setting a 
simple flag in the estimation engine. Unluckily, at 
gate-level the effort was quite high with 11 h. Due to 
setup and hold violations induced by CG this extra 

effort had to be spent to achieve a correct gate-level 
simulation run. It is correct to assume that the viola-
tions disappear after place and route (P&R) and 
clock tree insertion. And it would improve the accu-
racy of the power estimate even more, but this addi-
tional step down the abstraction hierarchy would also 
dramatically increase the effort that has to be spent to 
get power estimation results. For a wide exploration 
of the design-space, we wanted to have all iterations 
as short as possible, though. 
The last experiment included a reduction of the bit 
width of the data path from 17 bit down to 12 bit. For 
this purpose, the C model estimation flow supports 
pragmas to constrain the bit width of variables: 
 

#pragma orinoco bitwidth 8 
typedef int int8; 
… 
int8 my_var = 0; 

 
The effort to adapt the concerned pragmas from 17 
down to 12 bit was 15 minutes. Changing the bit 
width of signals in the RTL VHDL code required 
2 h. 
The introduced higher truncation error leads to a 
reduced signal to noise ratio (SNR). The effect for 
the benchmark design is discussed in [8]. The au-
thors conclude that 12 bit are still more than suffi-
cient. The improvement in power is 41 % leading to 
an overall improvement of 57 %. 
 
5 Conclusions 

In this paper we demonstrated that estimating power 
very early in the design flow is a feasible approach 
towards broadening the design-space exploration 
process, shortening time to market and designing 
integrated circuits with reduced power dissipation. In 
the documented example, a 128-point FFT/iFFT 
processor for ultrawide band communication sys-
tems, power dissipation could be improved by 57 %. 
The overall effort to receive power estimates was 
reduced from approximately 160 person hours down 
to 49 by a factor of three and more when compared 
to gate-level. Even though less accurate, the high 
level estimates where still within a very reasonable 5 
to 21 % of the gate-level estimates. 
From this numbers, we conclude that it is possible to 
make the right decision regarding power dissipation 
at algorithmic abstraction level and save significant 
engineering-time in the development process so that 
the available design-space can be explored more 
extensively. 
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