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Availability

\[ Availability : A = \frac{MTTF}{MTBF} \]  \hspace{1cm} (1)

- **instantaneous availability**: at some arbitrary time \( k \) the system is available: \( A(k) \)
- **limiting availability**: the same, as \( k \) approaches \( \infty \)
- analysis determines limiting, but for simulation we can only choose high \( k \)
- at some arbitrary point \( k \), what are the chances that we get the intended (correct) service?
- and what would happen if the system fails but we can wait for at most \( w \) timesteps for the system to recover?
- **Instantaneous Window Availability (IWA)**: given that a system is not available at \( k \), what is the availability increase if we wait for at most \( w \) steps?
- How many steps must one wait to achieve a certain overall availability?
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Analysis: build state space (3p: 6561, 5p: ~7 Billion), form IWA in PCTL with final argument, calculate with PRISM [KNP07]
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Simulation: build system, execute \( n \) steps, see, if \( c(t) \models P \), if not, count \( i \) until \( c(t + i) \models P \) [MDT08]
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  - Analysis & Simulation coincide well.
  - Limits of analysis (state space explosion) obvious, for simulation important for larger systems.
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